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Image Semantic Segmentation Based Side-Lane and Stop-line
Detection Algorithm for Autonomous Driving

Hyeryeong Song*, Kyongsu Yi**

Key Words : Autonomous driving(AH2-523Y), Deep learning('H &), Semantic segmentation(A|HE] A LH €] 0] A)

ABSTRACT

This paper presents an image semantic segmentation based real-time side-lane and stop-line detection algorithm to
achieve high segmentation accuracy while maintaining rapid inference speed. In autonomous driving, the results of
side-lane and stop-line perception play a crucial role for any subsequent tasks such as localization, decision, and
motion planning. Conventional techniques rely on hand-crafted features and typically require post-processing,
resulting in increased time complexity and reduction in scalability. In order to overcome these drawbacks, a deep
neural network-based algorithm has been proposed to classify the side-lane and stop-line at pixel level from given
RGB images. The network parameters are trained and evaluated via a public dataset. The proposed algorithm has
been verified via Robot Operating System(ROS) datasets obtained from actual driving on urban roads. Evaluation
results show that the proposed algorithm was able to achieve enhanced inference speed without deterioration in

segmentation performance.
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Scenarios Development and Validation in Simulation for Perception
Algorithm Evaluation of Autonomous Vehicle
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Key Words : Autonomous driving(AH&-538Y), Vehicle simulation(X}5F Al &d| o] 4), Evaluation scenarios(3E 7} A U2].2)

ABSTRACT

This paper presents a method of constructing an environment and implementing scenarios for autonomous vehicle
perception module evaluation in simulation. Evaluation in simulation is essential because it is possible to simulate
risky situation and compare the result with the target's ground-truth state and it can easily be done in the same
scenario multiple times. In order to validate realistic scenarios in simulation, CARLA, a simulator that provides a
surrounding environment, a vehicle, a pedestrian, and a sensor model, was used. To connect the simulator and
Robot Operating System (ROS) based algorithms, the bridging structure is developed. In addition, a test track and
predefined scenarios are implemented for a replicate experiment. Then, the perception algorithm based on ROS is
evaluated in simulation with proposed scenarios. This evaluation result shows that the environment is well

equipped and that the simulator can successfully represent reality.
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Evaluation of Performance of Deep Learning Based Lane Detection
System Under Sensor Blockage Caused by Adverse Weather
Condition
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ABSTRACT

Autonomous driving technology recently targets to level 4 or level 5, but the researches have been faced some
limitations for developing reliable driving algorithms in diverse challenges. To promote the autonomous vehicles
to spread widely, it is important to properly deal with the safety issues on this technology. Among various safety
concerns, the sensor blockage problem by severe weather condition can be one of the most frequent threats for lane
detection algorithms during autonomous driving. To handle this problem, the importance of the generation of
proper dataset is being more significant. In this paper, a synthetic lane dataset with sensor blockage is suggested in
the format of lane detection evaluation. Rain streaks for each frame were made by experimentally established
equation. Using this dataset, the degradation of the diverse lane detection methods has been verified. The tendency
of the performance degradation of deep neural network-based lane detection methods has been analyzed in depth.
Considering the autonomous vehicle system will require additional computing time for handling the blockage
problem in such conditions, we have tested UFLD and LaneATT models that have extremely short inference time
using anchor-based detection methods. Finally, the limitation and the future directions of the network-based

methods were presented.
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Reachability-based Lane Change Possibility Decision-Making for
Autonomous Driving in Urban Congested Traffic
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ABSTRACT

This paper proposes a reachability-based lane change decision algorithm for congestion situations. In a congested
scenario, the interaction with surrounding vehicles is one of the most important issues. Also, the autonomous
driving decision algorithm should be able to operate robustly against errors in localization, perception, prediction,
and control. In this study, lane change possibility decision algorithm is proposed, which is consider 1) yield
intention of other vehicle by considering interaction over time 2) localization, perception, prediction, control
errors. To infer yield intention, the RNN-LSTM network was constructed in consideration of the longitudinal and
lateral interactions with surrounding vehicles. The network was trained through human driving data acquired in the
urban environments of Seoul. Additionally, we proposed interactive lane change problem formulation, which can
consider localization, perception, prediction, control errors. In that formulation, we developed the reachability
analysis algorithm suitable for the purpose of autonomous driving in the process of estimating the convex
reachable set. The performance of the developed algorithm has been evaluated through open-loop simulation based

on actual vehicle data and monte-carlo simulation
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ABSTRACT

Autonomous driving has made a lot of progress and is currently set to develop into levels 4 and 5. As for
autonomous driving development with those higher level, object detection, path-planning, and control should be
perfectly completed. Accordingly, object detection is the most basic task in autonomous driving and thus should be
prioritized for safe driving. Therefore, not only object detection in clear weather, but also vehicles and pedestrians
should be accurately detected even in bad weather situations such as rain, snow, and fog. Many studies have been
conducted about this problem, but no research has been conducted on the performance degradation of the object
detection performance due to a specific amount of precipitation. Therefore, we constructed precipitation situation
dataset from real world using the virtual environment CARLA and used that dataset to study how much the

performance of the YOLO, real-time object detection model, degrades with precipitation.
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Research of Safe ADAS using Deep Reinforcement Learning with
Control Barrier Function
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ABSTRACT
Recently, there has been great interest in combining ADAS and artistic intelligence. Efforts to combine ADAS

with Artificial Intelligence are mostly approached by model-based control. However, model-based control
requires high computational power and engineered skilled parameter tuning, and there is a fatal flaw that does not
guarantee performance in non-linear environments. To compensate for this, reinforcement learning-based control
techniques have recently attracted a lot of attention in academia and have emerged as a strong replacement for
model-based control. But still, reinforcement learning-based control techniques also have challenges in terms of
safety. In this paper, we will propose a method to overcome the safety defects of reinforcement learning-based
control techniques. We present Safe-Critical Reinforcement Learning, which combines a stable deep reinforce-
ment learning-based speed controller with a control barrier function, and apply it to one of the ADAS, Adaptive

Cruise Control scenarios to demonstrate its effectiveness.
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